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Abstract 
 

In the wake of the recent Coronavirus Disease 2019 (COVID-19) pandemic, health care systems all over the world 
have been heavily affected. The rapid detection of COVID-19 has emerged as a top priority for global health systems to 
prevent its spread. Although Reverse Transcription-Polymerase Chain Reaction (RT-PCR) is still the method of choice 
for COVID-19 detection, the potential of blood test data in predictive modelling is currently being utilized gradually. In 
this study, we investigated the effectiveness of machine learning models for detecting COVID-19 from blood test data, 
with a particular emphasis on the pre-processing step involving Enhanced K-Nearest Neighbours (KNN) Imputation. 
By utilizing Enhanced KNN Imputation, our methodology sought to provide a more robust and precise imputation of 
missing values in blood test datasets. Support Vector Machine - Recursive Feature Elimination (SVM-RFE) based 
feature selection has been utilized to identify the most significant features. Then, we trained 5 different machine 
learning classifiers using both traditionally imputed and Enhanced KNN imputed data. Based on the experimental 
results, Random Forest model outperformed other classifiers using dataset imputed with Enhanced KNN imputation 
with an accuracy of 80% with all the features. The same methodology has been carried out with the exclusion of 
GENDER feature and as a result SVM model achieved an accuracy of 84%. The study suggests that the combination of 
Enhanced KNN Imputation and machine learning could be a valuable tool for COVID-19 detection, potentially aiding 
in faster and more accurate diagnosis. 
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Introduction 
The respiratory illness COVID-19, which refers to 

"Coronavirus Disease 2019," is caused by the new 

coronavirus severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2). In late 2019, it 

initially appeared in Wuhan, Hubei Province, 

China, and it has since spread over the world, 

causing a pandemic. Many countries have imposed 

lockdown to restrict civilians from traveling 

around excessively. Because of this societal 

distancing element and activity limits, the health 

and economy of several countries have been 

affected (1).  An initial cluster of cases was traced 

back to a Wuhan seafood market, pointing to an 

animal-to-human transmission. However, as the 

virus disseminated, human-to-human 

transmission became the dominant route of 

propagation (2). This global COVID-19 outbreak 

has placed a significant strain on healthcare 

systems. Multiple countries were affected within a 

few months, raising an international outrage. 

Maintaining a healthcare system that is both 

responsive and able to deliver basic services has 

proven difficult for many countries (3). The World 

Health Organization, also known as the WHO, 

provided interim guidelines to countries and it has 

made significant efforts to coordinate 

globally on monitoring, disease epidemiology, 

modelling using mathematics, diagnostics, medical 

care, and prevention in order to fight this global 

epidemic (4). 

The burden on healthcare systems can be reduced 

with effective screening that allows for prompt 

and efficient diagnosis of COVID-19. In an effort to 

aid medical professionals around the world in 

assessing patients, forecasting techniques have 

been developed that use a combination of factors 

to evaluate the likelihood of infection (5). COVID-

19 spreads when an infected individual sneezes, 

coughs, or speaks. Touching an infected surface or 

object and then touching your lips, nose, or eyes is 

another means of contracting the virus. Infected 

people might experience moderate to severe 
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respiratory infections after being infected with 

COVID-19, and the severity of the main symptoms 

varies substantially. In most cases, the main signs 

were high fever, cough, throat discomfort, and 

pain in the muscles (6). Based on the symptoms 

that have been diagnosed, patients with illness are 

given medication. Some preventative measures 

include keeping a safe distance from sick persons, 

washing hands often, wearing a mask, and 

avoiding crowded and public places (7). 

The global spread of the COVID-19 pandemic has 

forced health care and scientific groups to begin 

searching for novel approaches to diagnosis.  In 

response to this issue, many different diagnostic 

methods have been targeted by various Machine 

Learning (ML) models (8). Utilizing computed 

tomography (CT) images, laboratory blood test 

data, and patient comorbidities, ML has been 

employed to develop COVID-19 diagnostic and 

prognostic predictive models (9). The RT-PCR test 

has been regarded as the gold standard for 

diagnosing COVID-19. Nevertheless, RT-PCR 

assays are laborious to perform and might take up 

to 6 hours to get findings (10). In addition, some 

examples of false-negative results in RT-PCR 

testing have been reported due to low viral loads 

in individuals with early-stage COVID-19 

infections (11, 12).   

The potential of using blood-test data for detecting 

COVID-19 has been highlighted in recent clinical 

studies. In this study, we have used laboratory 

blood test data for predicting COVID-19 and 

special importance has been given to data pre-

processing as it is the crucial stage in the machine 

learning (ML) pipeline. Also, the accuracy of 

predictive modelling is impacted directly by the 

quality and structure of the data. Using an 

enhanced K-Nearest Neighbours (KNN) estimation 

method in combination with a dynamic K selection 

algorithm for data pre-processing has been 

proposed in this work. The main objective of this 

work includes,  

• To compare the predictive performance of 

various machine learning classifiers on the 

dataset imputed with basic KNN Imputer 

against the same dataset imputed using 

proposed enhanced KNN Imputation with 

dynamic k selection algorithm 

• To identify and rank the most influential 

features in predicting the target variable 

using SVM-RFE. 

• To evaluate the impact of KNN imputation 

on the predictive accuracy of machine 

learning models 

• To assess and select the best-performing 

model(s) based on various evaluation 

metrics, such as accuracy, recall, precision, 

and F1 score. 

The remaining sections of the paper are organized 

as follows. Section 2 presents relevant research 

works pertaining to the problem domain. In 

Section 3, the utilized materials, including the 

dataset, data pre-processing methods, feature 

selection technique, and ML algorithms are 

described. In Section 4, we wrap up by discussing 

the outcomes of Data pre-processing and the ML 

prediction. Section 5 ends with the conclusion 

respectively. 
 

Related works 
Cabitza et al. (13) have used hematochemical 

values from routine blood tests for the study and 

stated that this could be a faster and less 

expensive alternative. Three different training 

data sets of hematochemical values from 1,624 

patients admitted to San Raphael Hospital (OSR) 

were used to build machine learning (ML) models. 

Multivariate k-nearest neighbours algorithm was 

used with k=5 for imputation. For selecting 

features, the recursive feature-elimination method 

was used. Hyper-parameter optimization was used 

to find the optimal features. For classification, they 

tested with five different algorithms on the three 

different datasets. With OSR dataset, the accuracy 

of random forest model was 88% and with COVID-

specific dataset, KNN and SVM achieved 86% 

accuracy and finally KNN got an accuracy of 86% 

using the CBC dataset in the standard version. 

Bao et al. (14) using data from the Chinese 

hospitals and Wuhan Union Hospital, applied 

Random Forest and SVM to analyze 294 blood 

samples. To evaluate this method, they used a 

dataset consisting of 86 patients with moderate 

non-COVID-19 viral pneumonia and 208 patients 

with moderate COVID-19. Experimental results on 

the fifteen features selected for analysis show that 

SVM outperforms random forest classifier with an 

accuracy of 84%. They concluded by saying that 

both medical and machine learning theories can 

account for their findings and their method has the 

potential to add additional rapid COVID-19 testing 
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option that can be performed in laboratories that 

are equipped to perform routine blood tests, 

Zhao et al. made a logistic regression-based 

classification model to predict two main outcomes: 

admission to the intensive care unit (ICU) and 

death. This was another attempt to figure out how 

comorbidities affect risks in COVID-19 patients. 

For the testing dataset, the risk score model was 

accurate with an Area under the curve (AUC) of 

0.74 for predicting ICU entry and 0.83 for 

predicting death. This model was tested using data 

from the COVID-19 persons under investigation 

(PUI) registry of 4997 patients from Stony Brook 

University Hospital in New York. In addition, the 

authors discovered that cardiopulmonary 

measures were the most reliable predictors of 

mortality (15). 

AlJame et al. (16) proposed a prediction model for 

COVID-19 that can be used with existing medical 

data to produce an accurate diagnosis. They have 

used a new ensemble-based approach known as 

deep forest (DF) that uses multiple classifiers in 

multiple layers in order to enhance performance. 

Layer-by-layer processing is utilized at the 

cascade level, which is built from three distinct 

classifiers Extra trees, XGBoost, and Light GBM. 

Two open-source datasets were used for both 

training and testing the prediction model. The 

proposed DF model achieves 99.5% accuracy, 

99.96% specificity and 95.28% sensitivity in 

experiments. They concluded that DF model can 

serve as a rapid screening tool for COVID-19 

patients in areas where testing is scarce 

Chadaga et al. (17) used standard blood tests and 

AI to diagnose and predict COVID-19. The dataset 

had been collected from Patients with COVID-19 

who were admitted to Brazil's Israelita Albert 

Einstein Hospital. Prediction was performed using 

several different classifiers, including random 

forest, k nearest neighbours, logistic regression 

and XG Boost. Oversampling was performed using 

the SMOTE method to handle the class imbalance 

issue in the dataset. They have identified that 

leukocytes, platelets, eosinophils, and monocytes 

were the most significant indicators and the 

highest accuracy of 92% was achieved by Random 

Forest model. 

Yao et al. (18) conducted research on the detection 

of severity level in COVID-19 patients by using 

clinical information in conjunction with data from 

blood and urine tests. 137 COVID-19 patients from 

Tongji Hospital in China were included in the 

dataset as clinically proven cases. The authors 

used five machine learning models, including 

Adaboost, LR, SVM, RF and KNN and feature 

selection was carried out using conservative 

recursive feature elimination (cRFE) strategy to 

identify the most important features. SVM 

achieved an overall accuracy of 81.48 % on the 

independent test dataset and an accuracy of 99% 

on the validation dataset by using 28 features 

making it the most accurate model. 

Over 2,670,000 COVID-19 patients from 146 

different nations with 307,382 labelled samples 

were used by Pourhomayoun and Shakibi (19). 

They proposed an AI-based model for prioritizing 

patients in need of immediate attention or 

hospitalization. They have utilized both filter and 

wrapper feature selection methods in this study to 

find the most relevant features in the dataset. The 

findings indicate that the model has an accuracy of 

89.98% overall in predicting the mortality rate 

with the 10-fold cross-validation of the neural 

network model when compared with the other 

machine learning models. 

Authors in (20) explained the importance of 

rigorous evaluation methodologies supporting the 

Enhanced KNN Imputation approach. The decision 

to use a comprehensive assessment strategy 

which includes calculating Mean Absolute Error 

(MAE) and training a ML Classifier is based on the 

idea that evaluating imputation accuracy and 

downstream task performance provides a more 

holistic view of the method's effectiveness. The 

utilization of the weighted averaging technique in 

enhanced KNN is based on the assumption that 

assigning weights to instances that are more 

similar results in imputations that more accurately 

depict the fundamental patterns in the data. The 

incorporation of similarity measurements in the 

imputation process has been emphasized in (21) 

and the authors suggested that weighted 

estimation has significant impact in increasing the 

efficacy of imputation process (22). 

In the study (23), the authors have used 

Multivariate Imputation by Chained Equation 

(MICE) technique to mitigate the issue of missing 

data. The choice between MICE and K-Nearest 

Neighbours (KNN) imputation for medical data 

depends on various factors, including the 

characteristics of the data, the nature of the 

missingness, and the specific goals of the research 



Hari Priya and Rajeswari                                                                                                                     Vol 5 ǀ Issue 1 

 

717 
 

problem. MICE is flexible and can handle a mix of 

continuous and categorical variables, which is 

often the case in medical datasets. It can capture 

complex relationships between variables and 

provides imputations that preserve observed 

patterns in the data. However, KNN is a non-

parametric method and makes fewer assumptions 

about the underlying distribution of the data. The 

underlying principle of KNN is that it imputes 

missing values based on the values of nearest 

neighbours, which can be intuitive and effective, 

especially when missingness is related to 

similarity between instances. According to our 

research problem, the missing data mechanism 

may not always be fully explained by other 

observed variables. Hence, we have considered 

using KNN based Imputation method for imputing 

missing values. To make KNN Imputation more 

sophisticated and potentially robust imputation 

technique, we have introduced the combination of 

dynamic k selection, weighted average, and 

additional evaluation steps in our methodology. 

Compared to basic KNN imputation, the proposed 

enhanced KNN imputation method provides 

enhancements in adaptability, efficiency, 

imputation accuracy, and downstream task 

performance. Another remarkable aspect of our 

work when compared with the existing study is 

that, with the enhanced KNN Imputation with 

Dynamic K Selection Algorithm we have achieved 

higher accuracy in predicting COVID-19 with the 

same datasets. 
 

Methodology 
In the field of medical research, the presence of 

missing values creates significant obstacles 

in generating accurate and insightful conclusions. 

Our research intends to address these gaps by 

employing and comparing the efficacy of basic 

KNN Imputation and proposed method. The main 

aim of this study is to develop an enhanced KNN 

Imputation method for data pre-processing. The 

imputed dataset obtained using basic KNN and the 

proposed KNN will be used as an input to predict 

COVID-19 by training various machine learning 

models. The proposed methodology of the entire 

of the entire work flow is shown in Figure 1.  

Data sources 

The data set utilized for this study was obtained 

from the Zenodo website (22), which was used by 

(23), and the authors stated that this dataset was 

made available by IRCCS Ospedale San Raffaele. 

Figure 1: Proposed methodology 

 

The dataset has originally 279 COVID-19 cases and 

16 features, including 2 demographic feature (age 

and gender), 13 blood test indicators, and an RT-

PCR result from a nasopharyngeal swab test as the 

target variable. The dependent variable SWAB has 

been renamed as “target” and Basophil column has 

been dropped as it has 0 as the majority value in 

the dataset. The dependent variable "target" is a 

binary variable which represents 1 for positive 

COVID-19 case and 0 for negative COVID-19 case. 

The list of all features used in the dataset has been 

shown Table 1.  
 

Data Pre-processing  

The occurrence of missing values in datasets may 

cause substantial difficulties in the fields of data 

analysis and machine learning. Simple methods 

like mean, median, and mode imputation are 

frequently used in conventional approaches (24). 

This is problematic since they may generate 

biases, especially if the missingness is not 

completely random. This issue has been addressed                        
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Table 1: List of all features 

S. No Attribute Expansion Missing Values 

1 AGE Age NIL 

2 GENDER Gender  NIL 

3 WBC White Blood Cells 2 (0.72%) 

4 PLT Platelets 2 (0.72%) 

5 NEU Neutrophils 70 (25.09%) 

6 LY Lymphocytes 70 (25.09%) 

7 MO Monocytes 70 (25.09%) 

8 EO Eosinophils 70 (25.09%) 

9 CRP C-Reactive Protein 6 (2.15%) 

10 AST Aspartate aminotransferase 2 (0.72%) 

11 ALT Alanine aminotransferase  13 (4.66%) 

12 ALP Alkaline phosphatase 148 (53.05%) 

13 GGT Gamma glutamyltransferase 143 (51.25%) 

14 LDH Lactate dehydrogenase 85 (30.47%) 

15 target Covid-19 (Positive/Negative) NIL 

 

 

 
 

Figure 2: Feature selection using SVM - RFE
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in this work and a technique called "Enhanced 

KNN Imputation with Dynamic K Selection 

Algorithm" has been proposed. This approach 

strives to obtain more precise imputation by 

making use of K-Nearest Neighbours (KNN) and 

optimizing it with a dynamic selection of the 'K' 

parameter. Combining the stability of K-Nearest 

Neighbours (KNN) with a dynamic 'K' 

optimization, data normalization, and a distance 

weighting methodology, this method ensures a 

fine-grained and accurate imputation procedure. 

Proposed enhanced KNN imputation 

with dynamic k selection algorithm 
Input 

• Data set with missing values (D) 

• Test set with known true values (Test_set) 

Output 

• Data set D′ with imputed values using 

Enhanced KNN Imputation algorithm 

Steps 

1. Initialize Data Sets: 

• Partition D into Dm (instances with at least 

one missing value) and Dc (Complete 

samples). 

• Standardize Dc and Dm to yield datasets 

Dcscaled and Dmscaled.  

2. Dynamic k Selection for Each Sample x in 

Dmscaled: 

• Compute distances between x and all 

samples in using Dcscaled observed 

features. 

• Determine Koptimal by incrementing k 

until average distance of top k neighbours 

is below a threshold or reaches kmax. 

3. KNN Imputation: 

 For each sample x in Dmscaled: 

• Compute weighted average of the variable 

from the koptimal nearest neighbours to 

estimate missing values in x. 

4. Finalization: 

• Merge imputed Dm with Dc to create D′ 

5. Evaluation: 

• Calculate Mean Absolute Error (MAE) 

between imputed values in D' and true 

values in the Test_set for instances present 

in both sets. 

• Train a Random Forest Classifier on D′ and 

evaluate its accuracy. 

6.   Return D′ 

 

The proposed Enhanced KNN Imputation with 

Dynamic K Selection Algorithm is designed to 

impute missing values in a dataset (D) using a K-

nearest neighbours (KNN) approach. The first 

step is to partition the original dataset D into two 

subsets known as Dm (instances with at least one 

missing value) and Dc (complete samples without 

missing values). Then standardizing of these two 

datasets Dc and Dm has been carried out to yield 

datasets Dcscaled and Dmscaled. Standardization 

involves scaling the features to have a mean of 0 

and a standard deviation of 1. In order to select 

Dynamic k for each sample x in Dmscaled, 

distances between x and all samples in Dcscaled 

using observed features has been computed. Then 

the optimal value of k (Koptimal) is determined 

by incrementing k until the average distance of 

the top k neighbours is below a certain threshold 

or reaches a maximum value (kmax). This step 

dynamically adapts the value of k for each sample. 

For performing KNN Imputation, for each sample 

x in Dmscaled, the weighted average of the 

variable from the Koptimal nearest neighbours is 

computed to estimate missing values in x. This 

involves assigning weights to the neighbours 

based on their distance to the target sample. 

Finally, the imputed dataset Dm is imputed with 

Dc to create a complete dataset D′ without any 

missing values.  

Calculation of mean absolute error (MAE): 

Mean Absolute Error (MAE) is a metric used to 

assess the accuracy of the imputation process. In 

regression problems, MAE is often used to 

compute the average absolute differences 

between the predicted and observed values. In 

this instance: 

Observed values: These values refer to the actual 

values found in the Test_set, which is a subset of 

the original dataset (D) for which the exact values 

for specific instances are known. 

Predicted values: The predicted values are the 

values that were filled in with values from the 

imputed dataset (D), which was made with our 

imputation technique. 

The MAE is calculated using the formula: 

MAE = (1/n) Σ (i=1 to n) |yi – ŷi| 

where n is the number of instances, yi is the true 

value, and ŷi is the imputed/predicted value. 
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Comparison is done between the imputed values 

in D' to the true values in the Test_set. Specifically, 

MAE for instances present in both D' and Test_set 

is calculated as this step assesses how well the 

imputed values align with the known true values. 

To Train a Random Forest Classifier, imputed 

dataset D' has been used which includes the 

imputed values and known true values from the 

Test_set. This step aims to evaluate how well the 

imputed values contribute to the accuracy of a 

downstream task (classification). It assesses the 

impact of imputation on the performance of a 

machine learning model. This algorithm is 

designed for not only imputing missing values in 

the original dataset but also evaluate the 

imputation performance using both the MAE and 

the accuracy of a Random Forest Classifier trained 

on the imputed dataset. The inclusion of a 

separate test set (Test_set) with known true 

values enhances the robustness of the evaluation. 

The algorithm measures the average absolute 

difference between the true and imputed values. A 

lower MAE indicates more accurate imputation. 

This metric gives a simple and interpretable 

measure of how closely imputed values match 

actual values, making it an appropriate choice for 

evaluating the performance of imputation 

algorithms. 
 

Feature selection  
In high-dimensional datasets, where the number 

of features can be substantial, prioritizing the 

most informative features becomes essential. This 

can improve the model's performance by 

removing unnecessary or redundant features, and 

also improves the model's interpretability. For 

our analysis, we utilized the Support Vector 

Machine Recursive Feature Elimination (SVM-

RFE) technique, a well-known method for ranking 

features for classification tasks. SVM-RFE 

operates by recursively fitting a linear SVM to the 

data set and ranking features based on the SVM's 

weight magnitude (25, 26). Upon applying SVM-

RFE to our dataset, we identified a subset of 

features that were most indicative of covid-19 

prediction and out of all, the top 3 features were 

LDH, WBC, ALT which is shown in Figure 2.  

LDH is an enzyme present in numerous body 

tissues, such as the liver, heart, and lungs. 

Increased LDH levels may indicate tissue 

damage. Multiple studies have demonstrated that 

patients with severe COVID-19 infection have 

elevated LDH levels. Having a high white blood 

cell count may indicate an acute infection or 

inflammation, whereas a decrease in white blood 

cell count (leukopenia) may indicate an impaired 

immune system or certain viral infections. Some 

COVID-19 patients have been observed to have 

leukopenia, specifically a reduction in 

lymphocytes (a subset of WBCs), particularly in 

the early stages of the disease. ALT is an enzyme 

that resides primarily in the liver. Increased ALT 

levels can indicate liver damage. Some COVID-19 

patients have elevated ALT levels, indicating 

possible liver damage. This may be caused by the  

direct viral effect, systemic inflammation, drug-

induced liver damage, or a combination of these 

factors. Patients receiving treatments that may be 

harmful to the liver should have their ALT and 

other liver enzymes monitored closely. 
 

Descriptive analytics  

Comprehensive descriptive analytics will include 

the following components. 

• Summary Statistics 

• Distribution of features 

• Target Distribution 

• Correlation Matrix 
 

Summary statistics 
Each of the 279 samples in the dataset has 15 

attributes including the target variable associated 

with it. The count verifies the number of non-

missing data points. The average number is given 

by the mean, which is a measure of the central 

tendency. The dispersion or variance in the 

feature values is represented by the standard 

deviation. The range of the data for a certain 

feature is shown by the range between the 

minimum and maximum numbers. In order to 

quickly grasp the breadth and probable skewness 

of the data, the 25th, 50th (median), and 75th 

percentiles can be used as a rapid reference. For 

example, the “AGE" feature has an average value 

of 61.34 years and a standard deviation of 18.49 

years, which suggests that the age range in the 

dataset is fairly large. Figure 3 shown below 

provides a quick overview of the dataset by 

emphasizing central tendencies, standard 

deviations, and potential outliers. 
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Distribution of features 
Histograms are useful for describing distributions 

by highlighting patterns and outliers 

and elucidating the shape of the distribution as a 

whole. Features like WBC, EO, CRP, AST, ALT, ALP, 

GGT, and LDH exhibit a right-skewed distribution, 

indicating that most of the data points are clustered 

on the left side, with a tail stretching to the right. 

AGE, although with a peak around 60-70, appears 

relatively uniform compared to other features. 

Some features, like WBC and CRP have potential 

outliers with values significantly distant from the 

central cluster. For visualizing the features using 

histograms all the 13 features except the target 

variable and it is depicted in Figure 4. 

  

 

 
Figure 3: Summary Statistics of the dataset 

 

Target distribution 
The distribution of the target variable in the 

dataset is shown in Figure 5 which indicates the 

number of positive and negative COVID -19 cases.  
 

Correlation matrix 

The correlation matrix is shown as a heatmap in 

Figure 6, which shows the pairwise correlation 

coefficients between the features and the 

target variable. There is a strong positive 

correlation between the WBC count and 

Neutrophil count. This is expected since 

neutrophils are a type of white blood cell. These 

two liver enzymes AST and ALT also show a strong 

positive correlation. Features like LDH, WBC, CRP, 

and NEU have relatively higher positive 

correlations with the target variable. It suggests 

that as these feature values increase, the 

likelihood of the target being 1 also increases. 

Conversely, PLT (Platelet count) has a negative 

correlation with the target, suggesting that higher 

platelet counts might be associated with a target 

value of 0. 
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 Figure 4:  Distribution of features using histogram 
 

 

 

Figure 5: Distribution of target variable 
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Machine learning algorithms  
After applying feature selection technique using 
SVM-RFE, we used various machine learning 
algorithms to build a predictive model. We 
compared various classification techniques, 
specifically we evaluated the following classifier 
models: 

• Logistic Regression (LR) 
• Decision Tree (DT) 
• Random Forest (RF) 
• Support Vector Machine (SVM) 
• Naïve Bayes (NB) 

The selection of these classifiers was based on their 
prevalence in the field of machine learning and the 
diversity of their underlying algorithms, providing a 
comprehensive view of the influence of imputation 
techniques. Each classifier has its own set of 
hyperparameters that can significantly impact its 
performance. We used Grid Search CV to ensure that 
each model's predictive ability was maximized. This 
utility uses cross-validation to systematically explore 
all possible combinations of hyperparameter values 
and select the one with the best validation 

performance. For each classifier, two models were 
trained. One containing the dataset pre-processed 
using Basic KNN Imputation. Another dataset using 
the Enhanced KNN Imputation. After tuning 
hyperparameters and training the model, 
predictions were made on the respective test sets. 
 

Results and Discussions 
Results of ynamic KNN imputation 
We used dynamic K-nearest neighbours (KNN) 

estimation to fill in missing data in our dataset. 

We experimented with several values of k to 

determine the optimal value for 

neighbours and imputation precision. Through 

our experimentation, the best k value for KNN 

imputation was determined to be 2. This value 

yielded the lowest mean absolute error (MAE) 

in our imputation results. The different 

metrics observed based on the proposed 

imputation have been shown in Table 2.  

 

Table 2:  Performance metrics of proposed KNN imputation method 

  S.NO Measures    Result 

    1 Best k value for KNN Imputation 2 

    2 Mean Absolute Error  4.0522 

    3 Accuracy on Basic Imputed Data     66.07 % 

    4 Accuracy on Imputed Data with best k (2)    82.14 % 

 

 
      Figure 6: Correlation matrix 
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Performance metrics 

Mean absolute error (MAE) 

For the KNN imputation with k=2, the Mean 

Absolute Error was 4.0522. This measure shows 

the average size of the differences between the 

imputed values and the real values. Lower values 

indicate a more accurate imputation. 

Accuracy on basic imputed data 
Before we optimized the size of k, our model (RF) 

was 66.07% accurate when the missing values are 

inputted using basic KNN Imputation technique. 

This provides a starting point from which results 

can be compared with the proposed method. 

Accuracy on optimally imputed data 
After using KNN imputation with the best k 

number of 2, our model's (RF) accuracy has been 

increased to 82.14%. This highlights the 

significance of selecting an appropriate k value for 

imputation, which can have a major effect on the 

final model's efficacy. 

These models have been trained and tested using 

the same dataset that was pre-processed in 2 

ways. First, the dataset was pre-processed using 

basic KNN Imputation technique and the various 

evaluation metrics such as accuracy, precision, 

recall, F1 score has been computed.  

The same dataset was pre-processed using 

proposed enhanced KNN Imputation with 

dynamic k algorithm and the performance metrics 

has been recorded. The comparison has been 

carried out using the accuracy score, and it has 

been proved that dataset imputed with the 

proposed KNN Imputation method performed 

better in terms of all evaluation metrics and it is 

shown in Table 3 and 4 and Figure 7. 
 

 

Figure 7: Comparison of accuracy between basic and enhanced KNN imputed dataset (With gender attribute) 
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Table 3: Performance metrics of ML models using basic KNN imputation dataset (With gender) 

 

S. No Algorithms Accuracy Precision Recall F1-Score 

1 Logistic Regression 0.75 0.74 0.91 0.82 

2 Decision Tree 0.66 0.74 0.71 0.72 

3 Random Forest 0.75 0.77 0.86 0.81 

4 SVM 0.71 0.72 0.89 0.79 

5 Naïve Bayes 0.75 0.78 0.83 0.81 

 

Table 4: Performance metrics of ML models using enhanced KNN imputation dataset (With gender) 

 

S. No Algorithms Accuracy Precision Recall F1-Score 

1 Logistic Regression 0.77 0.75 0.94 0.84 

2 Decision Tree 0.75 0.84 0.74 0.79 

3 Random Forest 0.80 0.83 0.86 0.85 

4 SVM 0.73 0.73 0.91 0.81 

5 Naïve Bayes 0.79 0.81 0.86 0.83 

 

From Tables 3 and 4, the accuracy of various 

machine learning algorithms computed using 

dataset that is imputed with Enhanced KNN 

Imputation is higher. Among all the prediction 

models considered for the study, the accuracy of 

RF is higher (80%) when the dataset of proposed 

method is used. Also, in case of pre-processing 

using basic KNN imputation, LR, RF and NB 

achieved equal accuracy rate of 75%. 
 

This study has been carried out in another way in 

order to find whether GENDER feature has any 

connection with either increasing or decreasing 

accuracy of the prediction model. So, in order to 

find that we have dropped this feature and 

performed the pre-processing using both methods 

followed by feature selection and prediction. 

Based on the experimental results, we found that 

dropping the GENDER column has impact on  

 

 

predicting the target variable in terms of all 

performance evaluation metrics and it is depicted 

in Table 5 and 6 and Figure 8. 

From Tables 5 and 6, the accuracy of various 

machine learning algorithms computed using 

dataset that is imputed with Enhanced KNN 

Imputation is higher. Among all the prediction 

models considered for the study, the accuracy of 

SVM is higher (84%) when the dataset of proposed 

method is used. This is an attempt to ensure 

whether the GENDER feature has any impact on 

affecting the accuracy of the prediction model. 

Random Forest model trained using Enhanced 

KNN Imputation dataset achieved an equal 

accuracy rate of 80% in both the cases as specified 

in Table 4 and 6. Without the GENDER feature on 

Enhanced KNN Imputation dataset, the accuracy of 

SVM model has been increased to 84 % from 73% 

which has been identified from Table 4 and 6.
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Table 5: Performance metrics of ML models using basic KNN imputation dataset (Without gender) 
 

S. No Algorithms Accuracy Precision Recall F1-Score 

1 Logistic Regression 0.66 0.69 0.83 0.75 

2 Decision Tree 0.62 0.71 0.69 0.70 

3 Random Forest 0.71 0.74 0.83 0.78 

4 SVM 0.71 0.71 0.91 0.80 

5 Naïve Bayes 0.73 0.75 0.86 0.80 

 

Table 6: Performance metrics of ML models using enhanced KNN imputation dataset (Without gender) 
 

S. No Algorithms Accuracy Precision Recall F1-Score 

1 Logistic Regression 0.73 0.74 0.89 0.81 

2 Decision Tree 0.75 0.74 0.91 0.82 

3 Random Forest 0.80 0.83 0.86 0.85 

4 SVM 0.84 0.84 0.91 0.88 

5 Naïve Bayes 0.77 0.79 0.86 0.82 

 

 

Figure 8: Comparison of accuracy between basic and enhanced KNN imputed dataset (Without 

gender) 
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The performance and benefits of algorithms are 

often evaluated empirically using real-world or 

benchmark datasets. Here are some potential 

benefits or advancements that the algorithm 

could provide. 

Dynamic K selection 

The dynamic selection of k for each sample based 

on the average distance to neighbours allows the 

algorithm to adapt to local patterns in the data. 

This is useful when working with datasets where 

the density of neighbours differs between 

instances. 

Imputation using weighted KNN 

The algorithm calculates the weighted average of 

the variable based on the koptimal nearest 

neighbours. Weighting by distance helps to give 

more weight to nearby neighbours, potentially 

capturing more accurate local patterns. 

Downstream task integration (Random forest 

classifier) 

Training and testing a Random Forest Classifier 

on the imputed dataset provides insight into the 

effect of imputation on downstream tasks. This 

comprehensive evaluation determines whether 

the imputed values improve the performance of a 

machine learning model. 

Separate test set for evaluation 

The inclusion of a separate test set (Test set) with 

known true values improves the evaluation's 

robustness. By using the same data for both 

training and evaluation, this approach assures 

that the assessment is not biased, resulting in a 

more realistic estimate of imputation 

performance. 

Also, several restrictions and difficulties were 

observed during the execution of our proposed 

enhanced KNN imputation technique for data 

pre-processing in machine learning-based 

COVID-19 prediction. It is crucial to deal with 

these issues to make sure that our results were 

accurate and reliable. While applying the 

proposed methodology on the dataset, the 

challenge we have faced was that, since Dm 

contains instances with missing values it might 

not be suitable to directly calculate the MAE 

between Dm and the imputed dataset D′, as the 

true values for the missing entries in Dm are not 

available. Hence, we have created a separate test 

set with known true values. This set is the subset 

of the dataset (perhaps by removing some values 

and treating them as a validation set). Then, we 

have applied our proposed Enhanced KNN 

Imputation technique to impute the missing 

values and compared the imputed values with the 

true values in the test set and calculated MAE.  
 

Conclusion 
The detection of COVID-19 in a timely and 

accurate manner is crucial for managing its 

spread and impact. This study investigated the 

viability of blood test data as a predictive tool for 

COVID-19 detection, with a focus on data pre-

processing using Enhanced KNN Imputation. 

Through rigorous testing, we discovered that the 

Enhanced KNN Imputation method significantly 

enhanced the performance of machine learning 

classifiers in comparison to conventional 

imputation techniques. Based on the 

experimental results, Random Forest model 

outperformed other classifiers using dataset 

imputed with Enhanced KNN method with an 

accuracy of 80% with all the features. The same 

methodology has been carried out with the 

exclusion of GENDER feature and as a result SVM 

model achieved an accuracy of 84%. 

In addition, the results obtained by combining 

Enhanced KNN Imputation with classifiers based 

on machine learning demonstrate the significance 

of robust data pre-processing in predictive 

modelling. In the context of the pandemic, where 

rapid and accurate diagnostic tools are 

imperative, our methodology offers a promising 

approach. It suggests that blood test data can be a 

valuable diagnostic tool against COVID-19 if 

properly pre-processed.  As we progress, 

integrating diagnostic tools based on machine 

learning with conventional methods can pave the 

way for a more responsive and effective 

healthcare system. 
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