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Abstract 
Employee attrition is a problem for most organizations as it affects morale, productivity, and business continuity. In 
addressing this, the study made use of machine learning techniques such as Clear AI, Random Forest, and logistic 
regression in designing a prediction model to predict who is the next to leave within an organization. The HR data 
relating to demographics, performance metrics, job roles, and conditions of work was sourced from publicly available 
website Kaggle.com for the study. Data preprocessing included scaling, outlier detection, and balancing the dataset 
using SMOTE. Multiple machine learning models were trained and evaluated by checking on accuracy, F1-score, and the 
ROC-AUC curve. The best model that was tested was Random Forest, which gave an accuracy of 85.71%. Additional 
insights from feature importance highlighted the significant effect of overtime, marital status, and stock options on 
attrition. Among the remaining key drivers are workload, work-life balance, and financial incentives. These findings 
suggest the need for focused HR strategies, such as reduction of overtime, mentorship programs, and career 
development opportunities, to reduce attrition rates and improve employee satisfaction. This study provides a robust 
methodology in predicting attrition and delivers actionable insights into designing interventions that improve 
workforce stability and organizational efficiency. 
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Introduction 
Employee attrition or turnover is a serious issue 

that organizations face globally, affecting their 

productivity, workforce stability, and the success 

of the organization as a whole (1, 2). Attrition 

refers to the rate at which employees leave an 

organization, either voluntarily or involuntarily, 

and this is often a significant challenge for human 

resources teams to retain valuable talent (3-5). 

High turnover rates result in business processes 

disruptions, high hiring and training costs, and the 

loss of institutional knowledge. Such disruptions 

may affect company morale and performance (6-

8). Various factors are involved in employee 

attrition, including job satisfaction (9), career 

growth opportunities (10), compensation (11), 

work-life balance (12), and interpersonal 

relationships within the workplace (13). External 

elements like economic uncertainty and lately, the 

COVID-19 pandemic have brought new aspects to 

the workplace, like working remotely and 

changing employees' expectations (14). Despite a 

great number of researches in employee attrition, 

the significant gap remains unattended: it is about 

understanding how the impacts of both internal 

and external factors might interplay together in a 

specific context-specific scenario, for example, 

specific industries or regions (15, 16). Current 

research on attrition tends to be on predictive 

models; however, the current challenge remains 

enhancing the transparency and interpretability of 

such models, which would help HR professionals 

translate these findings into actionable decision-

making tools. This problem is further worsened by 

increasing diversity and complexity in the needs of 

employees, along with evolving workplace 

dynamics resulting from technological advance- 
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-ments and global health crises. 

High levels of attrition do not only generate high 

recruitment and training expenses but also result 

in loss of knowledge and decreased organizational  

morale. It is with increasing necessity that the 

current study draws motivation to derive data- 

driven tactics that enable organizations to identify 

problem employees early on and develop precision 

retention interventions. Through the utilization of 

interpretable machine learning models, this work 

seeks to enable HR professionals to make informed 

decisions with actionable findings to tackle one of 

the most critical workforce management issues. 

The objective is to develop a model to predict high-

risk employee turnover in an Iranian 

pharmaceutical company (17). Human resource 

manager interviews, sophisticated data mining 

tools, and data from the human resources 

department are all employed in this combined 

research strategy. With 89% accuracy, the 

algorithm forecasts high-risk attrition. The study 

also emphasizes how COVID-19 and Employee 

attrition is impacted by remote work. Using 30 

attributes from IBM HR Analytics Employee 

Attrition and Performance data, this study 

proposes a predictive model for employee attrition 

predictions. Eight prediction models were 

developed and evaluated by researchers: 

ensemble model, XGBoost, SVM, Random Forest, 

Logistic Regression, and Artificial Neural Network 

model (18). According to the survey, the main 

causes of employee attrition were relationship 

satisfaction, environmental contentment, and 

overtime work. This emphasizes how crucial talent 

management is to lowering employee turnover. To 

address the issue, the use of explainable AI (XAI) to 

predict employee turnover and offer data-driven 

remedies was also explored (19). It looks at how 

attrition affects output, morale, and financial 

security as well as how AI can forecast staff 

departures by using past data and employee 

behavior. In order to help HR professionals, create 

focused recruiting and retention strategies, the 

article also presents explainable AI approaches, 

which increase the transparency and 

interpretability of AI models. Machine learning 

techniques are used to forecast IBM employee 

attrition and quality of life (20). The study found 

that low work satisfaction, a lack of prospects for 

advancement, and poor performance evaluations 

are some of the characteristics that contribute to 

attrition, using a dataset consisting of 1471 rows 

and 35 columns. Higher accuracy and precision 

were achieved by the random forest classifier 

model than by the logistic regression approach. 

Additionally, the research looks at cycle analysis, 

which offers information on the algorithms used to 

anticipate and stop workforce turnover. With low 

pay, a lot of paperwork, poor infrastructure, few 

opportunities for professional advancement, and a 

stressful work environment all negatively 

impacting providers' longevity and work 

experience, Oregon's public behavioral health 

system is facing a workforce crisis (21). This 

problem is exacerbated by ongoing underfunding 

and inadequate administrative support, which 

leaves frontline providers feeling unappreciated 

and dissatisfied. These problems should be 

addressed by policies aimed at alleviating labor 

shortages. With perks like social security, health 

insurance, and compensation, employees are 

essential to a company's success. But a lot of 

workers leave, which impacts the company's 

morale, productivity, and reputation. By examining 

firm data and using prediction algorithms such as 

K-Nearest Neighbors (KNN), Support Vector 

Machine (SVM), decision tree, decision tree C5.0, 

and random forest, staff attrition was assessed 

(22). By reducing attrition and increasing 

retention rates, assists businesses in enhancing 

profitability and coordinating objectives with staff 

members. The results can assist businesses in 

increasing profitability and coordinating their 

objectives with their workforce. Finding the main 

elements affecting contact center workers' long-

term retention in Malaysia was the aim (23). Using 

the Delphi technique, 24 industry experts were 

chosen. According to the results, the most crucial 

elements were training, career growth, rewards, 

recognition, training, work-life balance, supportive 

management, pay, benefits, and health assistance. 

In order to forecast increased employee attrition 

from non-numerical data, a logistic and linear 

regression classifier was suggested (24). It 

highlights the advantages of logistic regression 

over linear regression by comparing the accuracy 

rates of 1470 samples of attrition datasets. In the 

last ten years, there has been a scarcity of music 

teachers in more than 30 states, and attrition has 

been a significant contributing cause. In Maryland, 

18 percent of new music teachers leave within five 

years, and the greatest risk of attrition is in years 
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two and three. Policies recommended for 

mentoring, higher pay, and better resources (25). 

Teachers in Washington State, with hybrid and 

standard retirement plans, behave similarly in the 

years before eligibility for retirement, and so 

qualify as required despite differences in 

incentives for doing so (26). With an analysis of 

4,000 employees on day 261 using logistic 

regression that yields 75% accuracy through the 

detection of 11 key attrition causes, the work 

concluded in its recommendation suggesting 

workplace condition improvement to drive 

employee retention and competitive edge (27, 28). 

A review of earlier research on employee attrition 

is given in Table 1, together with information on 

the methodology employed, datasets consulted, 

important variables examined, and conclusions 

that are pertinent to the human resources 

environment.  

 

Table 1: Comparative Analysis of Employee Attrition Research 

Study 

Refere

nce 

Features Methodolo

gy 

Dataset 

Details 

Key 

Factors 

Identified 

Key 

Findings 

Limitations Recommendati

ons 

(17) HR 

interviews, 

attrition 

risk 

HR 

interviews, 

data 

mining 

tools 

HR 

departme

nt data 

COVID-19, 

remote 

work, high-

risk 

attrition 

89% 

accuracy 

for 

attrition 

forecastin

g; impact 

of COVID-

19 and 

remote 

work 

Limited data 

diversity 

Flexible work 

policies; 

improve 

engagement 

(18) Relationshi

p 

satisfactio

n, 

overtime, 

environme

nt 

LR, RF, 

XGBoost, 

SVM, ANN 

IBM HR 

data (30 

features) 

Relationshi

p 

satisfaction, 

environmen

tal 

contentmen

t, overtime 

Identified 

main 

drivers of 

attrition; 

talent 

manageme

nt focus 

Limited 

generalizabi

lity 

Talent 

management 

strategies 

(19) Employee 

behavior, 

explainabil

ity 

Explainabl

e AI (XAI) 

HR and 

behavior 

data 

Impact on 

output, 

morale, 

financial 

security 

Impact on 

morale 

and 

financial 

security; 

AI 

transpare

ncy 

Limited 

exploration 

of XAI 

approaches 

Use XAI for 

better decision 

transparency 

(20) Work 

satisfactio

n, 

performan

ce 

Random 

Forest, 

Logistic 

Regression 

1471 

rows, 35 

columns 

Low 

satisfaction, 

lack of 

growth, 

poor 

evaluations 

Identified 

key 

attrition 

factors 

Limited to 

IBM-specific 

dataset 

Improve growth 

opportunities, 

employee 

evaluation 

(21) Pay, 

workload, 

support 

Workforce 

crisis 

analysis 

Oregon 

behavior

al health 

Low pay, 

workload, 

poor 

infrastructu

re, stress 

Pay and 

workload 

affect 

retention 

Limited to 

Oregon; 

qualitative 

data 

Address pay, 

reduce 

workload stress 

(22) Firm-level 

data 

KNN, SVM, 

Decision 

Tree, 

Random 

Forest 

Firm-

level data 

Profitability

, alignment, 

retention 

Improved 

profitabilit

y and 

alignment 

Firm-

specific 

scope 

Align goals with 

employee 

aspirations 
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(23) Career 

growth, 

work-life 

balance 

Delphi 

technique 

Contact 

center 

(Malaysia

) 

Training, 

rewards, 

managemen

t support 

Training 

and 

rewards 

key for 

retention 

Small 

sample size; 

qualitative 

Career 

development; 

improve work-

life balance 

(24) Attrition 

rate 

compariso

n 

Logistic 

Regression, 

Linear 

Regression 

1470 

samples 

(non-

numeric) 

Accuracy, 

work 

conditions 

Logistic 

regression 

better for 

attrition 

Limited 

comparison 

of models 

Use logistic 

regression for 

non-numerical 

data 

(25) Early-

career 

teacher 

attrition 

Teacher 

attrition 

analysis 

Maryland 

teacher 

data 

Lack of 

mentorship, 

inadequate 

pay 

18% quit 

within 5 

years; 

suggested 

mentorshi

p 

Limited to 

Maryland 

early-career 

teachers 

Implement 

mentorship 

programs, 

improve pay 

(26) Hybrid 

retirement

, teacher 

behavior 

Hybrid 

retirement 

analysis 

Washingt

on State 

data 

Retirement 

eligibility, 

income 

incentives 

Similar 

behavior 

near 

retirement 

eligibility 

Focus on 

teachers; 

state-

specific 

Review 

incentives, 

retirement 

policies 

( 27) Workplace 

stability, 

attrition 

causes 

Logistic 

Regression 

4,000 

employee

s (261 

days) 

Workplace 

changes, 

stability 

75% 

accuracy; 

identified 

11 

attrition 

factors 

Short 

timeframe; 

2015 data 

Address 

workplace 

stability factors 

 

Being able to compare clearly all the different 

approaches that distinct studies have undertaken 

in using different data sources and applying 

various analytical methods is worth a lot. Each 

entry leads to unique factors identified in the 

study, such as the effect of COVID-19 on remote 

work, job satisfaction, pay, career growth, and 

environmental conditions. Other limitations 

include data diversity and geographic specificity. 

Finally, each of the studies offers 

recommendations, ranging from flexible work 

policies to talent management and mentorship-all 

of which are actionable recommendations for 

organizations looking to improve retention. The 

approach structured here provides a useful 

overview for HR professionals and researchers 

interested in targeted strategies for reducing 

attrition.  

Differing from a large number of previous studies 

focusing on predictive performance, this paper 

places equal significance on both prediction 

accuracy and explainability of models with the 

application of explainable AI techniques. 

Additionally, by employing SMOTE in class 

balancing, the minority class (attrition of 

employees) is properly represented while the 

model is trained. By integrating logistic regression 

and Random Forest with feature importance 

analysis, the present research brings both 

performance benchmarking as well as insightful 

decision support tools for HR managers into one 

comprehensive package that is not found in any 

existing research. 

The purpose of the study is to use predictive 

modeling to solve the problem of staff attrition and 

explainable AI approaches that give a deeper 

insight into the reasons behind the attrition, 

especially in contexts that have undergone a 

significant shift, such as the pandemic. This study 

aims at developing attrition models not only 

forecasting with high accuracy but explaining 

which can aid HR practitioners in making 

appropriate decisions aimed at improving the 

retention policy. The particular objectives for this 

study include: determine key factors responsible 

for the attrition process, establish and test the 

predictive model to forecast the attrition rate, and 

propose an intervention that will reduce those 

factors responsible for attrition. This paper is 

structured along the following lines: Section. 2 

discuss prior work and related studies of employee 

attrition analysis with predictive models, giving a 

general outline of the used research methods and 

findings from previous analyses. Section 3 
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describes the datasets used for this study along 

with methodological approach that has been 

adopted. Results and discussions are presented, 

including a description of performance of models 

developed and understanding derived by feature 

importance analysis. Recommendations for HR 

intervention and the future research avenues are 

also concluded in the last section. 
 

Methodology 
Data Set Description 
The dataset for this analysis on employee attrition 

is obtained from Kaggle. It has HR records data 

from an organization, giving a very extensive view 

of employee demographics, performance metrics, 

work-related factors, compensation details, and 

much more. Included in the features of this dataset 

are Age, Job Role, Department, Monthly Income, 

Years at Company, and the target variable being 

Attrition, or if an employee has left the company, 

also shown in Figure 1.  

This network of attributes provides insight into the 

various contributing factors to employee turnover. 

This dataset holds some numerical variables as 

well as categorical ones. Among them, Department, 

Education, JobRole, and Business Travel are the 

categorical ones which give qualitative data for 

employees. A dataset such as this is quite 

appropriate to be trained on machine learning 

models so that attrition could be predicted based 

on multifactorial influences behind attrition, using 

historical performances or satisfaction levels, or 

job-related metrics in a combination. The flow 

chart of the main steps conducted for this research 

study is shown in Figure 2. In order to provide an 

organized strategy for employee attrition study, it 

provides examples of the whole technique, from 

data collection to result interpretation. 
 

 
Figure 1: Flowchart of Methodology Adopted 

 

Data Preparation 
The Data Preparation phase therefore involves a 

series of process that ensure the dataset is 

cleansed, consistent, and ready for analysis as 

depicted in Figure 2. Initially, it deals with Missing 

values and Incorrect data, which may affect the 

input in the dataset. To begin with, missing values 

are usually detrimental to some models as they will 

deliver incorrect predictions; hence removing the 

rows affected or their imputation by appropriate 

measure, such as mean, median, will be applicable. 

Incorrect data entries are corrected or removed to 

ensure the maintenance of data integrity and 

enhance quality. 
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Figure 2: Description of Dataset Collected 

 

Another critical step in this phase was Feature 

Engineering. This included computing new 

meaningful metrics based on the already existing 

features. These could be further utilized to inform 

the model by providing new information. In this 

context, tenure in years since an employee was 

hired by the company would denote how long an 

employee has been at the company. Other 

additional metrics, like YearsSinceLastPromotion, 

were calculated to show where an employee was 

along a career trajectory and could thus provide a 

richer source of information about modeling 

attrition. In Feature Encoding, categorical 

variables were translated into numeric 

representations, suitable for use in machine 

learning models. For instance, JobRole and 

Department, being text categories, are encoded by 

one-hot encoding. One-hot encoding produces a 

column of binary values for each category, showing 

whether the specific value is absent or present. For 

example, given the feature JobRole, having three 

categories (such as "Manager," "Sales," 

"Research"), three new columns of binary values 

will be created for the presence or absence of the 

corresponding value. Scaling was applied to the 

numerical features so that all data was on a 

comparable scale by using the formula given by 

Equation [1]: 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =  
𝑥−𝑚𝑒𝑎𝑛

𝑆.𝐷
                   [1] 

where S.D. is the norm deviation, mean is the 

feature's average, and x is the initial value. This 

transformation scales features to have a mean of 0 

and a standard deviation of 1, which speeds up 

model convergence during training and enhances 

performance in general. 

Data Preprocessing Steps 
The Data Preprocessing phase is a combination of 

prepared data, leading it to be fit for the training of 

the model. First was Handling Outliers. These are 

extreme values in a data set that does not conform 

to the general pattern. Outliers were spotted and 

either treated or removed. Outliers may bias model 

training, and handling them enhances the 

robustness and reliability of the model. The next 

step was the balancing of the dataset through 

SMOTE, which stands for Synthetic Minority 

Oversampling Technique. Employee attrition data 

tends to be very imbalanced; hence the number of 

records showing that the employee stays is always 

far more than those that depict employees leaving. 

This could thus result in a biased model if you end 

up mostly with accuracy of the majority class 

instead of the minority one. This algorithm helps in 

the process of solving this problem by creating 

synthetic examples of the minority class to balance 

the data. This enhances the capability of the model 

in learning about attrition-related patterns well. 

Train-Test Split was used in order to split the data 

into two sets, the training set and the testing set. 

This split ratio is 70:30 by default, using 70% of the 

data for training and the other 30% for test against 

its performance. Split ensures a large quantity of 

training but a suitable amount of validation so the 

model would avoid overfitting—that means good 

training performance, whereas it underperforms 

at testing the new data. These stages of data 

preparation and preprocessing are important in 

preparing the dataset so that it remains consistent 

and makes the model strong enough to predict 

employee attrition. Data quality, balance in a 

dataset, and feature preparation are significant 
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factors leading to proper predictions from the 

machine learning models. 

Model Training 
This training phase started with a baseline model 

using Logistic Regression. Logistic Regression 

helps evaluate the basic performance of the model 

before moving to complex models. In Logistic 

Regression, the output is a probability that a given 

employee will leave the company. Logistic 

Regression was used as a baseline classifier 

because of its simplicity, interpretability, and 

traditional use in HR analytics for binary 

classification problems such as attrition 

prediction. Random Forest was used as an 

advanced ensemble model because of its strength, 

capability to manage feature interactions, and 

ability to provide feature importance scores—thus 

making it the best choice for extracting actionable 

HR insights. The comparative usage of these 

models enables the exploration of trade-offs 

between interpretability and predictive accuracy. 

This probability is computed with the logistic 

function as shown in Equation [2]: 

𝑃(𝑦 = 1) =  
1

1+𝑒−𝑧                     [2] 

where z is a linear combination of the input 

characteristics calculated by Equation [3] and y=1 

denotes that the employee departed the firm. 

 

𝑧 =  𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ … … … … . 𝑤𝑛𝑥𝑛              [3] 
 

In above equations, 𝑤0, 𝑤1, 𝑤2 … … . 𝑤𝑛 are the 

weights  (or coefficients) learned by the model, and 

𝑥0, 𝑥1, 𝑥2 … … . 𝑥𝑛are the feature values (such as 

Age, Job Role, Monthly Income, etc.). The logistic 

function squashes the value of z between 0 and 1, 

providing a probability score. A more complex 

model was established following the baseline. The 

used model was Random Forest. This is an 

ensemble learning method that uses many 

decision trees combined to enhance the accuracy 

and reduce variance. The output is taken based on 

voting in the classification tasks or averaging in the 

regression tasks from independent prediction 

made by each decision tree. Since Random Forest 

is a combination of multiple decision trees, it does 

not have any single defining equation but it 

improves the prediction accuracy quite 

significantly by exploiting the diversity of trees. In 

order to enhance the performance of the model, 

hyperparameter tuning was applied. Grid search 

or random search were used for this purpose. To 

get the best outcomes, the hyperparameters were 

improved, such as the total number of decision 

trees (n_estimators) along with the maximum 

depth of each tree (max_depth). Hyperparameter 

tuning is all about finding the optimal setting that 

will result in maximum model accuracy without 

overfitting. 

Model Evaluation 
During Model Evaluation, different metrics were 

used to evaluate the performance of the learned 

models. The first of these metrics was Accuracy, 

which was calculated using Equation [4]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)+𝑇𝑁(𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)

𝑇𝑃 (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)+𝑇𝑁(𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)+𝐹𝑃(𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)+𝐹𝑁 (𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)
     [4] 

 

FP, FN, TP, and TN are all determined using the 

matrix of error. In summarizing the prediction 

results, the confusion matrix illustrates how this 

model may differentiate across workers who are 

leaving and those who are staying.The F1-score, 

which establishes a balance between precision and 

recall, is another crucial statistic. This is how the 

F1-score is determined by Equation [5]: 

𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           [5] 

The ROC-AUC Curve, or Receiver Operating 

Characteristic - Area Under Curve, was used as 

evaluator of the model for its capacity to 

differentiate between positive classes, employee 

left, and negative, employee stayed for various 

threshold values. The AUC or Area Under Curve 

measures the overall performance; the value 

closer to 1 implies an excellent model 

discrimination capability. A decision point was 

established at which the model needed to attain 

greater than 80% accuracy for analysis to 

continue. When it failed to do so, Hyperparameter 

Tuning was performed to improve model 

performance. 

Feature Importance 
The Feature Importance analysis was meant to see 

which features are most relevant when predicting 

attrition from company employees. For the 

Random Forest model, the intrinsically estimated 

importance for each feature is calculated from the 

contribution of each feature in minimizing 
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uncertainty in the data. This can be performed 

using Gini Impurity or information gain, to 

mention a couple. For an internal node in the 

decision tree, Gini Impurity is calculated as 

Equation [6]:  

𝐺 = 1 − ∑ 𝑝𝑖
2𝑛

𝑖=1                     [6] 

Where, pi is the fraction of samples belonging to 

class ‘i’ at the given node. Random Forest computes 

the average Gini decrease or information gain 

contributed by each feature across all decision 

trees to measure its importance. The features with 

the greatest impact on attrition for employees 

were the Monthly Income, Job Satisfaction, and 

Work-Life Balance.  
 

Results and Discussion 
This section presents the insights derived from the 

employee attrition analysis, detailing the 

performance of the models, the key features 

contributing to attrition, and the practical 

implications for HR decision-making. 

Evaluation of Feature Importance  
The value of feature importance analysis lies in 

enhancing the transparency, efficiency, and 

accuracy of predictive models. It informs which 

features are driving predictions and can therefore 

guide the concentration of organizational 

resources on impactful areas to enhance 

interventions and strategies. More importantly, 

knowing the importance of features makes it 

possible to build models that generalize better and 

hence perform well across different data sets, 

making them robust for real-world applications. 

Feature Importance of the Random Forest model 

on Overtime, Marital Status, Stock Option Level, 

Years in Current Role, and Total Working Years as 

the most important in predicting employee 

attrition is found. Overtime is the most important 

feature, as shown in Figure 3, that indicates 

working overtime is more likely for employees to 

leave the organization. Marital Status also speaks 

to the idea that possibly family obligations or 

work-life balance may be the factor making the 

employee choose whether or not to stay or go. 

Other characteristics are the Stock Option Level 

and Years in Current Role, where it is evident that 

the level of monetary reward as well as career 

advancement factors determine whether an 

employee remains in the company. 

 

 
Figure 3: Feature Importance Scores for Employee Attrition 

 

Attrition by Job Role 
The organization will have a better understanding 

of attrition rates across all job types. Sales 

executives, laboratory technicians, and research 

scientists are among the jobs with comparatively 

greater turnover rates, according to Figure 4; 

managers, manufacturing directors, and human 

resources personnel left the company in 

comparatively fewer numbers. This would 

demonstrate the variations in attrition rates by job 

function and may even imply that stress, busyness, 

or dissatisfaction with a lack of prospects for 

growth were experienced differently in certain 

positions than in others. Developing retention 

strategies appropriate for certain high-risk roles 

requires this understanding. The analysis showed 

that workers were more likely to quit if their 

monthly pay was lower and they had worked for 

fewer years overall. This means that low pay and 

limited experience in the company are major 

factors causing turnover. In addition, younger 

employees appeared to be more at risk of attrition, 

perhaps because they want better opportunities 

elsewhere. 
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Figure 4: Attrition Analysis Based on Job Roles 

 

Feature Importance analysis indicated that 

OverTime was the most important predictor of 

employee attrition. This emphasizes the 

implications of workload and stress to employees, 

calling for organizational policies of work-life 

balance, such as limiting overtime hours or 

offering compensatory leave. This implies that the 

attrition is influenced by the personal life factors, 

and hence, family-friendly policies or flexible work 

arrangements may be offered by the organizations 

to the employees. In a similar vein, financial 

incentives being significant (the Stock Option 

Level, for example) would imply that competitive 

compensation packages are critical in keeping 

talent on board, particularly for jobs that have a 

higher attrition. 

Job-role attrition analysis shows some 

inconsistencies in the rates of turnover. High 

attrition rates are reported for Sales Executives, 

Laboratory Technicians, and Research Scientists. 

Such positions could be difficult or stressful for the 

incumbent to perform his job with ease, either due 

to lack of proper career growth opportunities or 

unsatisfying job conditions. Organizations can 

focus on measures specific to each role. Career 

development programs, distribution of workloads, 

and better pay packages may prove effective 

measures. Whereas a lower attrition rate in 

Managers and Human Resources indicates that 

such positions are probably better supported, have 

growth opportunities, or are less stressful and 

could be taken as an example to make other jobs 

better. 

Model Performance Summary 
There are several significant metrics available for 

evaluating the model's performance. The model's 

accuracy for positive predictions is shown by 

precision, which calculates the ratio of genuine 

positives to all positive forecasts. Recall assesses 

the model's capacity to accurately identify all true 

positives and the level of relevance of the 

occurrences it captures. The accuracy and recall 

harmonic mean is the F1-Score. In order to 

proportionately balance the two evaluations, it 

provides the average value with respect to 

unbalanced datasets. Support is the real quantity 

of each class's instances. The accuracy and recall 

values are contextualized in this way. The method 

summarizes true positives, true negatives, false 

positives, and false negatives to show how well a 

particular framework distinguishes between 

classes, namely, an employee who stayed and one 

who left. 

 

Table 2: Logistic Regression Model 

Metrics Class 0 

(Stayed) 

Class 1 

(Left) 

Macro_Average Weighted_Average Overall 

Precision_value 0.92 0.29 0.60 0.83 
 

Recall_value 0.77 0.57 0.67 0.75 
 

F1-Score_value 0.84 0.38 0.61 0.78 
 

Support 380 61 
  

441 

Accuracy - - - - 74.60% 
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Table 3: Confusion Matrix (Logistic Regression) 

Predicted/Actual Stayed (0) Left (1) 

Stayed (0) 294 86 

Left (1) 26 35 

 

Logistic Regression Model has been generated for 

the model and, hence, providing a prediction of 

employee attrition and also performance metrics 

in Table 2 the Class 0 that had precision of 0.92 and 

an F1-score of 0.84, indicating a great job in terms 

of detection of employees who have not left but 

very bad when it comes to employees that actually 

left: its precision was 0.29. The model achieved a 

general accuracy of 74.60%. Confusion Matrix of 

Logistic Regression in Table 3 shows the actual 

versus predicted outcomes. In this, the model 

accurately predicts 294 stayers and 35 leavers. 

There are 86 false positives, that is, stayers 

predicted as leavers, and 26 false negatives, that is, 

leavers predicted as stayers. 

The Random Forest Model offers statistics for a 

more sophisticated model, according to Table 4. 

The Random Forest accuracy was 85.71% whereas 

the Logistic Regression was lower. Precision Class 

0 is 0.88, but it does poorly with Class 1 at 0.46 

precision and 0.18 recall, unable to find who has 

actually left. According to the presented confusion 

matrix in Table 5, this model would accurately 

predict 367 people to stay and 11 people to leave. 

There are fewer false positives than with logistic 

regression, however the model has a flaw with 50 

false negatives, which would indicate incorrect 

attrition. 

 

Table 4: Random Forest Model 

Metrics Class 0 (Stayed) Class 1 (Left) Macro Avg Weighted Avg Overall 

Precision_value 0.88 0.46 0.67 0.82 
 

Recall_value 0.97 0.18 0.57 0.86 
 

F1-Score_value 0.92 0.26 0.59 0.83 
 

Support 380 61 
  

441 

Accuracy - - - - 85.71% 

 

Table 5: Confusion Matrix (Random Forest) 

Predicted/Actual Stayed (0) Left (1) 

Stayed (0) 367 13 

Left (1) 50 11 
 

Based on the findings, several HR interventions are 

suggested to deal with the problems of employee 

attrition. For example, reduction in overtime hours 

and a healthy work-life balance would be able to 

deal with one of the major causes of turnover. 

Career development programs and financial 

incentives like stock options should be introduced 

to encourage employees to stay. There should be 

special attention to those roles that fall into the 

higher range of attrition, such as Sales Executives 

and Laboratory Technicians, in specific 

development and support initiatives. In addition, 

programs like mentorship might also be a good 

approach with younger employees as well as those 

with short tenures, encouraging engagement and 

commitment from their very first career step. 
 

Conclusion 
The analysis for employee attrition using various 

machine learning models reveals important factors 

that influence the desire of employees to stay at or 

leave an organization. Among those factors, it was 

overtime, marital status, stock option level, and job 

role that ranked as significant determinants, 

implying that both work-related stressors and 

financial incentives play an important role within 



Haque et al.,                                                                                                                                                Vol 6 ǀ Issue 2 

 

872 
 

the phenomenon of employee attrition. The 

Random Forest model was more accurate than the 

Logistic Regression model and found the patterns 

of attrition. The conclusions drawn from this study 

give actionable recommendations for HR 

professionals to develop targeted strategies that 

reduce attrition. Overtime-related issues and 

competitive compensation packages as well as 

career development and mentorship can enhance 

employee satisfaction and retention. This study 

emphasizes the benefit of HR practices that work 

in accordance with work-life balance and 

employee well-being to create a stable workforce. 

Other features, such as performing time-series 

analysis of patterns of attrition, sentiment 

monitoring of employees, or complex machine 

learning algorithms, can be incorporated to 

strengthen the conclusions drawn from the study. 

Explanatory AI will assist HR managers in taking 

rational decisions since it will make better model 

interpretability possible. Due to the very unique 

data set that is used in the study, and unequal class 

distribution with a focus on only the quantitative 

characteristics, which is unable to represent all the 

qualities of employee engagement and happiness, 

such as an interpersonal relationship or workplace 

culture, it may not be generalized further. Future 

research can explore integrating deep learning 

models and time-series employee behavior data 

for dynamic attrition prediction. Additionally, 

leveraging sentiment analysis from employee 

feedback, or incorporating qualitative factors like 

organizational culture, could further enhance 

predictive capability. Expanding the dataset across 

multiple companies and industries would also help 

generalize findings. 
 

Abbreviations 
ANN: Artificial Neural Network, HR: Human 
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