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Abstract 
The stock market is well-known for volatility and unpredictability, which can pose significant risks to investment 
strategies. This manuscript compares LSTM, GRU, CNN, and LSTM-CNN models for stock price prediction using 
standard performance metrics. A structured methodology is applied, including detailed data preprocessing, 
hyperparameter tuning, and splitting the data into training and test sets. The results show that each model has its own 
strengths and limitations in learning short- and long-term patterns, as well as differences in computational efficiency. 
Model performance is evaluated using RMSE, MAE, and R-squared metrics to support portfolio optimization strategies. 
All models are trained and tested under consistent data inputs, preprocessing steps, and experimental settings. This 
method helps maintain reliable and comparable results across different models.  Practical applications include dynamic 
asset allocation, risk-based position sizing, sector-specific model deployment, and integration of LSTM forecasts into 
institutional portfolio strategies. The analysis examines model performance using datasets from six different 
companies. The LSTM model outperformed the other models due to its strong ability to learn long-term patterns in 
volatile stock price data. In comparison, CNN and GRU models showed weaker results as they were less effective at 
retaining long-range temporal information under changing market conditions. These findings provide practical 
guidance for investors in selecting appropriate deep learning models for real-world financial forecasting. 

Keywords: Convolutional Neural Network, Gated Recurrent Unit, Long Short-Term Memory, Metrics, Multi-Stock 
Prediction Portfolio Optimization. 
 

Introduction  
Accurate multi-stock price prediction plays a vital 

role in modern investment decision-making by 

supporting risk management, asset allocation, and 

return optimization. Investors regularly seek to 

balance risk and return in rapidly changing 

financial markets. Economic indicators, market 

sentiment, and unexpected external events shape 

price movements. As a result, investors and 

analysts increasingly rely on data-driven 

forecasting models to build more robust and 

adaptive investment strategies. Among these 

approaches, deep learning architectures such as 

Convolutional Neural Networks (CNN), Gated 

Recurrent Units (GRU), Long Short-Term Memory 

(LSTM), and hybrid LSTM–CNN models have 

gained significant attention for time-series-based 

stock price prediction due to their ability to model 

complex, non-linear relationships in financial data. 

Each deep learning model has its own strengths 

and limitations in capturing time-based patterns 

and reacting to market volatility. Comparing the 

performance of these models is crucial for 

understanding their behaviour under different 

market conditions. Model effectiveness is assessed 

using widely accepted performance metrics, 

including Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), and the coefficient of 

determination (R²). Together, these metrics offer a 

clearer view of prediction accuracy and model 

stability across multiple stocks. When a model 

consistently demonstrates superior predictive 

performance, it may be integrated into investment 

decision frameworks to support portfolio 

construction and rebalancing strategies (1). 

Portfolio-level decision-making using learning-

based approaches has also been explored through 

deep reinforcement learning frameworks, 

highlighting the importance of systematic 

evaluation across multiple assets (2). A systematic 

comparison of deep learning models is important 

because strong performance under stable market 

conditions does not necessarily translate into 

reliability during periods of high volatility or 

structural   change. Understanding   how   different 

models respond to market changes enables 

investors and portfolio managers to select approa-   
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ches that align with their risk preferences and 

investment objectives. This supports better 

portfolio decisions and more effective risk 

management. Previous research shows that 

market information changes frequently and stock 

prices are inherently uncertain. These factors can 

affect prediction stability and highlight the 

importance of robust and flexible forecasting 

methods (3, 4). 

Earlier studies have examined various machine 

learning and deep learning models to capture 

temporal dependence, non-linearity, and volatility 

in financial time-series. Comprehensive surveys 

have highlighted both the potential and the 

limitations of these approaches, underscoring the 

need for comparative studies that emphasize 

practical applicability across multiple stocks 

rather than isolated case analyses (5). In parallel, 

recent studies have examined deep reinforcement 

learning frameworks for trading and decision 

support, demonstrating the value of combining 

predictive modelling with data-driven decision-

making systems (6).  

The LSTM model captures long-term temporal 

dependencies in stock price data, enabling more 

accurate modelling of sequential market 

behaviour. By incorporating memory cells and 

gating mechanisms, LSTM networks selectively 

retain relevant historical information while 

filtering out noise, enabling them to model 

extended market trends and delayed responses 

more effectively than traditional recurrent 

networks (7–9). This capability is valuable in stock 

markets, as reliable prediction depends on 

identifying true trends beyond short-term 

fluctuations. 

Alternative architectures offer complementary 

advantages. GRU model provides a simplified 

gating structure with fewer parameters, resulting 

in faster training and lower computational 

overhead while maintaining competitive 

predictive performance in many scenarios (10). 

These characteristics make GRUs attractive when 

computational efficiency or rapid model updates 

are required. CNN-based models, on the other 

hand, focus on extracting local and short-term 

patterns from time-series data and have 

demonstrated effectiveness in identifying price 

trends under certain market conditions (11). 

Hybrid architectures, such as LSTM–CNN, aim to 

combine the long-term dependency learning of 

LSTM with the local feature extraction capability of 

CNN, offering improved flexibility in multi-stock 

forecasting tasks (12). 

Building on these developments, the present study 

addresses limitations observed in prior work by 

conducting a comprehensive comparative 

evaluation of four deep learning architectures—

LSTM, GRU, CNN, and LSTM–CNN using stock price 

data from six major Indian companies spanning 

multiple sectors. Earlier studies often focused on 

individual stocks or short time horizons. In 

contrast, this work uses a long-term dataset 

spanning approximately 17 years and reports 

company-wise performance using multiple 

evaluation metrics. By linking predictive 

performance to potential portfolio-level 

applications, the study provides a broader and 

more application-oriented perspective on deep 

learning–based stock market forecasting (13). 

Recent studies have shown that hybrid and 

comparative deep learning architectures, 

including LSTM–CNN models, improve robustness 

and predictive reliability under volatile market 

conditions (14, 15). Several review studies have 

also examined deep learning models for financial 

time-series forecasting, highlighting their 

strengths, limitations, and practical challenges 

across different market settings (16-18). In the 

Indian context, hybrid machine learning 

approaches have been applied to analyze trends in 

major indices such as the Nifty-50 (19). 
 

Methodology  
A structured experimental workflow was adopted 

to ensure reliable and reproducible results. First, 

raw stock market data were collected from 

Investing.com. The dataset was then divided into 

training and testing subsets. Next, four deep 

learning models—GRU, CNN, LSTM, and the hybrid 

LSTM–CNN were trained and evaluated separately 

for each company. Model performance was 

assessed using RMSE, MAE, and R-squared as 

evaluation metrics. 

Data Collection and Pre-Processing 
Data Description 

The data were collected from Investing.com 

covering the period from 1 January 2008 to 10 

February 2025. The six well-known firms have a 

massive market share in the Indian economy. The 

stock dataset includes the following features: Date, 

Symbol, Series, Open, High, Low, Close, Volume, 
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and Change (%). The selected companies are 

Reliance, GAIL, SBIN, IOC, WIPRO, and Tata Steel. 

Before model training, the dataset was checked for 

missing values and consistency. Missing records 

were removed, and numerical features were 

normalized to ensure comparable input scales and 

stable model training. A sample of the Reliance 

stock dataset is shown in Table 1. 
 

Table 1: Sample Dataset of Reliance 
Date Symbol Series Open High Low Close Vol. Change (%) 

01-01-2008 RELIANCE EQ 324.88 325.9 318.71 320.19 9.73M -1.19 

02-01-2008 RELIANCE EQ 320.95 324.21 316.04 321.71 25.18M 0.47 

03-01-2008 RELIANCE EQ 320.61 329.38 318.17 326.42 27.88M 1.46 

06-02-2025 RELIANCE EQ 1273.7 1288 1270.35 1281.55 9.96M 0.26 

07-02-2025 RELIANCE EQ 1276.15 1283.7 1262 1266.7 8.76M -1.16 

10-02-2025 RELIANCE EQ 1264.5 1266.5 1245.55 1253.65 6.97M -1.03 
 

Training and Testing Dataset Ratio 
Out of 4240 records, the final 740 records were 

used for testing and the remaining were used to 

train the models. Time-series forecasting models 

were trained on past data, which is important 

because of temporal dependencies in financial 

data. The split between training and testing data 

influences how well models perform. A fixed train–

test split was used to preserve the time order of 

stock data and avoid information leakage. 

Although financial time-series are inherently non-

stationary, this setup reflects real-world 

forecasting scenarios and enables a fair 

comparison across models. 

Training of Models 

LSTM, GRU, CNN, and hybrid LSTM–CNN models 

were trained using the training dataset to learn 

temporal and spatial patterns in the data. Iterative 

optimization was applied to reduce over fitting and 

under fitting during the training process. 

Testing the Models  

All four models—GRU, CNN, LSTM, and the hybrid 

LSTM–CNN were evaluated using RMSE, MAE, and 

R² metrics. RMSE and MAE were used to measure 

prediction error, while R² indicates how well each 

model explains the variability in stock prices 

relative to a mean baseline. Although an R² value of 

1 represents a perfect fit, it may become negative 

for highly volatile financial time-series data (20). 

The detailed comparative results are discussed in 

the Results section. The mathematical definitions 

of the evaluation metrics are provided in equations 

[1-3]. 
 

 

MAE = (1/n) ∑  𝑛
𝑖=1 |(𝑃𝑖 − 𝑂𝑖)|        [1] 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑  𝑛

𝑖=1 (𝑃𝑖 − 𝑂𝑖)
2       [2] 

𝑅2 = 1 −
∑(𝑂𝑖−𝑃𝑖)2

∑(𝑂𝑖−𝑂ˉ)2        [3] 

Here, 𝑃𝑖and 𝑂𝑖denote the predicted and observed values, respectively, 𝑂ˉrepresents the mean of observed 

values, and 𝑛is the total number of observations. 
 

Applied Algorithm 
LSTM (Long Short-Term Memory) 

Long Short-Term Memory (LSTM) is a recurrent 

neural network architecture designed to learn 

long-term dependencies in sequential data, 

making it suitable for time-series forecasting tasks. 

As shown in Figure 1, LSTM controls information 

flow through a set of gating mechanisms. LSTM 

networks have been widely used for financial 

market prediction and have demonstrated strong 

performance in modeling sequential price 

movements (21). The forget gate determines 

which information from the previous cell state is 

retained, as specified in Equation [4]. The input 

gate regulates the amount of new information 

added to the cell state, as defined in Equation [5]. A 

candidate memory state is then generated to 

represent newly learned information, as described 

in Equation [6]. The cell state is then updated by 

combining past and current information, as 

described in Equation [7]. The output gate controls 

the information passed to the next hidden state, as 

defined in Equation [8]. The final hidden state is 

computed based on the updated cell state, as 

shown in Equation [9]. 
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 𝑓𝑡 = 𝜎(𝑊𝑓[ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑓)          [4] 

 𝑖𝑡 = 𝜎(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)          [5] 

 𝑔𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑔[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑔)                          [6] 

 𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝑔𝑡           [7] 

 𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)          [8] 

 ℎ𝑡 = 𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ (𝐶𝑡)           [9] 

Here, 𝑥𝑡denotes the input vector, ℎ𝑡represents the 

hidden state, 𝐶𝑡is the cell state, 𝜎(⋅)denotes the 

sigmoid function, and ⊙represents element-wise 

multiplication. 
 

 
Figure 1: LSTM Architecture 

 

GRU (Gated Recurrent Unit) 
The Gated Recurrent Unit (GRU) is a streamlined 

alternative to LSTM that reduces computational 

complexity while maintaining strong predictive 

performance. GRU has a simpler structure and 

performs efficiently even with limited training 

data. As shown in Figure 2, the GRU combines the 

forget and input gates into a single update gate, 

thereby reducing the number of parameters. The  

 

update gate, as defined in Equation [10], controls 

the amount of past information retained. The reset 

gate, defined in Equation [11], regulates the 

influence of previous states.  Based on the reset 

gate, the candidate hidden state is computed as 

given in Equation [12]. The final hidden state is 

then obtained by combining the previous and 

candidate states, as expressed in Equation [13].  
 

 

𝑧𝑡 = 𝜎(𝑊𝑧[ℎ𝑡 − 1, 𝑥𝑡])         [10] 

𝑟𝑡 = 𝜎(𝑊𝑟[ℎ𝑡−1, 𝑥𝑡])         [11] 

 ℎ̃𝑡 = 𝑡𝑎𝑛ℎ (𝑊[𝑟𝑡 ⊙ ℎ𝑡−1, 𝑥𝑡])        [12] 

ℎ𝑡 = (1 − 𝑧𝑡) ⊙ ℎ𝑡−1 + 𝑧𝑡 ⊙ ℎ̃𝑡                          [13] 
 

Here, 𝑥𝑡denotes the input at time step 𝑡, 

ℎ𝑡represents the hidden state, 𝑧𝑡and 𝑟𝑡are the 

update and reset gates, respectively, 𝜎(⋅)is the 

sigmoid activation function, and ⊙denotes 

element-wise multiplication. 
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Figure 2: GRU Architecture 

 

CNN (Convolutional Neural Network) 
Convolutional Neural Networks are commonly 

used to capture local patterns and have been 

increasingly applied to financial time-series 

forecasting. However, when used independently, 

CNNs have limited ability to model long-term 

temporal dependencies, as shown in Figure 3. The 

historical stock price data are arranged as a two-

dimensional time–feature matrix, where rows 

denote time steps and columns represent financial 

features. One-dimensional convolution is applied 

along the temporal axis to extract short-term 

patterns, as defined in Equation [14]. Non-linear 

activation is introduced using the ReLU function, as 

described in Equation [15]. To reduce 

dimensionality while retaining key information, 

max pooling is applied in Equation [16]. The final 

prediction is obtained by passing the resulting 

features through fully connected layers, as 

expressed in Equation [17]. 
 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑀𝑎𝑝(𝑡) = (∑   
𝑘 𝐼𝑛𝑝𝑢𝑡 (𝑡 + 𝑘). 𝐹𝑖𝑙𝑡𝑒𝑟(𝑘))                       [14] 

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑀𝑎𝑝(𝑡) = 𝑚𝑎𝑥 (0, 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑀𝑎𝑝(𝑡))       [15] 

 𝑃𝑜𝑜𝑙𝑒𝑑𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑡) = 𝑚𝑎𝑥 (𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑀𝑎𝑝(𝑡: 𝑡 + 𝑝𝑜𝑜𝑙_𝑠𝑖𝑧𝑒))     [16]

  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(∑   
𝑖 𝑊𝑒𝑖𝑔ℎ𝑡𝑖 ⋅ 𝑃𝑜𝑜𝑙𝑒𝑑𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑖 + 𝐵𝑖𝑎𝑠)     [17] 

 

 
Figure 3: CNN Architecture 

 

Recent studies have expanded deep learning–

based stock price prediction by examining a range 

of recurrent neural network architectures and 

their comparative performance. A hybrid 

modelling approach and optimized ensemble 

learning frameworks have been explored further 

to enhance prediction accuracy (22-24). 

 

Model Architecture and Hyper 

Parameter Summary 
This section presents the architectures of the four 

deep learning models considered in the paper: 

LSTM, GRU, CNN, and the hybrid LSTM–CNN. 

Figures 4–7 illustrate these architectures, showing  

the arrangement of layers, the use of dropout, and 

the design of the output layers. 
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Figure 4: GRU Model Architecture                Figure 5: CNN Model Architecture 

 

 
Figure 6: LSTM Model Architecture Figure 7: LSTM-CNN Model Architecture 

 

Hyper parameter values were chosen based on 

prior studies and initial trial experiments, as 

summarized in Table 2. Dropout was introduced to 

reduce over fitting, and the Adam optimizer was 

used due to its stable performance on financial 

time-series data. A batch size of 64 provided a good 

balance between training stability and 

computational efficiency, while 100 training 

epochs were sufficient to capture temporal 

patterns without excessive model complexity. 

Early stopping and cross-validation were not 

employed to maintain consistent training settings 

across all models and to preserve the chronological 

structure of the data. 
 

Table 2: Training Hyper Parameter Summary 
Hyper Parameter Value 

Batch size 64 

Epochs 100 

Optimizer Adam 

Loss function Mean Squared Error (MSE) 

Dropout rate 0.2 

Activation function (Conv1D) ReLU 

Pooling method MaxPooling1D (pool size = 2) 

Kernel size (Conv1D) 2 (CNN), 3 (LSTM–CNN) 
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Results and Discussion 
The results are summarized using tables and 

figures.  This research focuses on four models 

(LSTM, GRU, CNN, and LSTM-CNN) selected to 

forecast the stock prices of six companies. The 

dataset spanned from 1 January 2008 to 10 

February 2025. The models were evaluated using 

three metrics: R-squared, RMSE, and MAE. 

Together, these metrics provide a practical basis 

for comparing the predictive performance of 

different models.  
 

Table 3: RMSE Comparison of LSTM, GRU, CNN and LSTM–CNN Models 
Name Of Company                                                                Model Name 

LSTM GRU CNN LSTM-CNN 

RELIANCE 49.53 328.13 293.81 266.85 

GAIL 31.39 32.41 39.30 27.10 

SBIN 61.39 136.14 114.63 98.06 

IOC 27.80 25.39 20.60 34.10 

WIPRO 37.41 59.08 65.97 64.37 

TATASTEEL 17.00 18.94 17.18 23.21 

AVERAGE 37.42 100.02 91.91 85.62 
 

Table 3 summarizes the RMSE values obtained for 

each model across the evaluated companies. 

Among the models, LSTM achieved the lowest 

average RMSE (37.42), indicating superior 

predictive accuracy. The hybrid LSTM–CNN model 

ranked second with an average RMSE of 85.62. 

Overall, lower RMSE values reflect better 

alignment between predicted and actual stock 

prices. 

 

 
Figure 8: Comparison of RMSE Values for LSTM, GRU, CNN, and LSTM–CNN Models Across Six Companies 
 

Figure 8 presents the RMSE comparison of four 

models across six companies. Overall, the LSTM 

model achieves the lowest RMSE, indicating 

superior predictive accuracy on average. However, 

performance varies at the individual stock level. 

For instance, CNN yields lower RMSE and MAE 

values for IOC and Tata Steel, suggesting that 

convolutional-based feature extraction is more 

effective for stocks with distinct price patterns. 

These findings reveal clear company-specific 

performance variations, indicating that no single 

model consistently dominated across all evaluated 

stocks. While CNN and the hybrid LSTM–CNN 

models also demonstrate competitive 

performance, LSTM remains the most robust 

model overall. 
 

Table 4: MAE Comparison of LSTM, GRU, CNN, and LSTM–CNN Models 
NAME OF COMPANY MODEL NAME 

LSTM GRU CNN LSTM-CNN 

RELIANCE 39.70 317.92 283.28 255.64 

GAIL 24.46 23.84 33.07 20.26 

SBIN 55.57 128.87 108.93 90.08 

IOC 22.86 20.49 16.41 26.82 

WIPRO 31.67 51.44 60.57 59.21 

TATASTEEL 15.47 17.75 15.53 22.33 

AVERAGE 31.62 93.38 86.30 79.06 
 



Singh and Tripathi,                                                                                                                                            Vol 7 ǀ Issue 1 

1182 

 

Table 4 summarizes the Mean Absolute Error 

(MAE) obtained for each company across the 

evaluated models. Lower MAE values indicate 

better predictive accuracy. Among the tested 

approaches, the LSTM model achieved the lowest 

MAE of 31.62, followed by the hybrid LSTM–CNN 

model with an MAE of 79.06. 

 

Figure 9: MAE Comparison of LSTM, GRU, CNN, and LSTM–CNN Models Across Companies
 

Figure 9 compares the mean absolute error (MAE) 

of four models across six companies. Among the 

evaluated methods, the LSTM model consistently 

records lower MAE values, with bars closest to 

zero for most stocks, indicating superior predictive 

accuracy. While the CNN and hybrid LSTM–CNN 

models also achieve reasonable performance, their 

errors remain higher than those of the standalone 

LSTM model. 

It is also observed that average error metrics are 

affected by highly volatile stocks, particularly 

RELIANCE, which tend to inflate overall error 

values. As a result, company-wise performance 

analysis provides a more reliable basis for 

comparing model effectiveness than aggregate 

averages alone. 

 

Table 5: R2 Comparison of LSTM, GRU, CNN, and LSTM–CNN Models 
NAME OF COMPANY MODEL NAME 

LSTM GRU CNN LSTM-CNN 

RELIANCE 0.88 -4.10 -3.09 -2.37 

GAIL 0.60 0.57 0.37 0.70 

SBIN 0.77 -0.15 0.18 0.40 

IOC 0.49 0.58 0.72 0.24 

WIPRO -0.03 -1.57 -2.20 -2.05 

TATASTEEL 0.43 0.30 0.42 -0.05 

AVERAGE 0.52 -0.73 -0.60 -0.52 
 

Table 5 reports the R² values obtained for all 

models across multiple datasets. Among the four 

deep learning models, LSTM achieves the highest 

R² value (0.52), indicating comparatively better 

explanatory power, followed by the hybrid LSTM–

CNN model, while the remaining models show 

lower or negative values. Negative R² scores 

observed for some models indicate weak 

predictive performance on certain datasets, rather 

than computational errors. Hence, R² is 

interpreted in conjunction with RMSE and MAE to 

provide a more balanced evaluation of model 

performance. 
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Figure 10: R² Performance Comparison of Deep Learning Models Across Six Companies 

 

Figure 10 compares the R² performance of four 

models across six companies. The LSTM model 

consistently achieved higher R² values, often close 

to unity, while the hybrid LSTM–CNN followed as 

the second-best performer. No formal statistical 

significance tests or confidence intervals were 

applied; therefore, differences in RMSE, MAE, and 

R² should be interpreted as indicative rather than 

conclusive. The stronger performance of LSTM can 

be attributed to its ability to retain long-term 

temporal information through memory cells and 

gating mechanisms. Stock price movements are 

often shaped by extended trends and market 

cycles rather than short-term fluctuations alone. In 

comparison, GRU and CNN models showed weaker 

results for certain stocks, likely due to 

architectural constraints. GRU’s simplified gating 

may limit long-term information retention in 

volatile markets, while CNN primarily captures 

local patterns without explicitly modelling long-

range temporal dependencies. As a result, these 

models may struggle during regime changes or 

periods of high volatility. 

Negative R² values observed for several models in 

Table 5 indicate that, for some stocks, prediction 

errors exceeded the variance of the target series, 

leading to performance below a mean-based 

baseline. This outcome reflects market noise and 

changing data patterns rather than numerical 

instability. Overall, LSTM achieved the best 

average performance (MAE = 31.62, R² = 0.52), 

although results varied across individual stocks, 

suggesting that model suitability is stock-specific. 

Earlier research has examined deep learning 

models in conjunction with traditional 

econometric and machine learning approaches.  

These studies often focus on unstable market 

conditions and assess performance using a variety 

of evaluation measures (25-27). 
 

Conclusion   
This study evaluated the performance of LSTM, 

GRU, CNN, and hybrid LSTM–CNN models for stock 

price forecasting using data from six major Indian 

companies. Among the evaluated models, LSTM 

consistently produced the most reliable results, as 

reflected by RMSE, MAE, and R-squared metrics. 

While GRU and CNN models were able to capture 

complex data patterns and showed competitive 

performance under certain market conditions, the 

hybrid LSTM–CNN architecture demonstrated 

potential for improving prediction accuracy for 

selected stocks. 

The results show that deep learning–based 

forecasting models can support the identification 

of unusual market behaviour and contribute to 

more inform financial decision-making. In 

particular, LSTM-based predictions show promise 

for applications related to portfolio analysis, such 

as portfolio rebalancing, sector-level risk 

management, and asset allocation. Future work 

may extend this study to portfolio-level 

applications and trading simulations. Recent 

studies suggest that reinforcement learning and 

graph-based approaches can further support 

portfolio optimization and cross-stock 

dependency modeling. 
 

Abbreviations  
CNN: Convolutional Neural Network, DL: Deep 

Learning, GRU: Gated Recurrent Unit, LSTM: Long 

Short-Term Memory, MAE: Mean Absolute Error, 

RMSE: Root Mean Square Error. 
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